
  

 

SUMMARY 

s artificial intelligence (AI) 
technologies are increasingly 
used across converging tech-
nologies, they become ever 
more difficult to manage and 

predict. This convergence is not just 
about technologies but also about the 
breaching of industry boundaries such 
as those between media, transporta-
tion, entertainment, and retail. While 
this may create an abundance of new 
products and services, it may also lead 
to undesirable consequences.  

Australia and the European Union are 
taking the first steps to ensure the ethi-
cal development of AI. Each jurisdic-
tion is working to create principles for 
AI development and application, and, 
where necessary, AI regulation. Aus-
tralia and the EU not only share many 
of the challenges, but also many un-
derlying ethical values. Australia and 
the EU are excellently positioned to 
collaborate in this domain. This in-
cludes: research into AI technologies 
and their implications for society; the 
exchange of good practices on exploit-
ing AI for innovation while maintaining 
ethical principles, such as data ethics; 
and collaboration in AI regulation. 

INTRODUCTION 

could also lead to market distortion 
and undesirable social consequences, 
for example “winner-takes-all” phe-
nomena driven by firms that are best 
positioned to drive AI.  

This raises the following questions. 
How can we ensure that AI is de-
signed respecting ethical principles? 
How can we do this while creating an 
efficient environment for AI-based 
business to flourish? And, how do we 
deal with the looming job displacement 
and labour market impacts that will 
land in the (not-too-distant) future? In 
short, many governments, including 
those in Australia and in the European 
Union, aim to combine technologically 
enhanced AI solutions with ethical 
principles, be it: data ethics; fair, im-
partial, and bias-free decision making; 
or safety and security.¹  

The promises and potential gains of AI 
technology have resulted in a world-
wide race for domination. The domi-
nance of some large enterprises in AI 
research and AI tools also means that 
smaller nations are no longer merely 
competing with one another but also 
with firms. As much of AI is about ma-
chine learning, this race is often per-
ceived as a race for data, including 
personal data. This poses many ethi-
cal questions and the possibility of reg-
ulatory intervention. The challenge is 
all the greater as the technologies in 
question are still developing and un-
derstanding how AI can be best used 
for everyday life is difficult. Although 
the gloomy predictions of some econo-
mists about massive job losses may 
not come true immediately, it is neces-
sary to consider key challenges result-
ing from AI such as: changes in skills 
and the workforce; data for AI; and 
legal aspects, including, for example, 
automated decision making. Finally, 
the question of how to best regulate a 
new technology such as AI is particu-
larly important for international collabo-
ration and indeed may itself pose a 
need to collaborate internationally.  

Moving forward, Australia 
and the EU should consider 
the following areas for col-
laboration: 

 Supporting the dialogue 

 Joint research and monitor-
ing of AI developments 

 Inclusion and empowerment  

 Education and training 

 Regulation 

 Further research and critical 
discussion 

 

1
Cf. https://www.cigionline.org/articles/global-race-ai-how-do-we-ensure-were-creating-better-world  
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ince 2017, many countries 
around the world have de-
veloped national artificial 
intelligence policies and 

strategies in which AI technology, 
the digital economy, data, and the 
future of work often appear as priori-
ties. However, international discus-
sions have also shown that design-
ing such systems requires an under-
standing of values and basic princi-
ples. During the EPIC events in all 
three target countries, it became 
very clear that no nation on its own 
can claim to have completely ad-
dressed the required ethical consid-
erations and that more discussions, 
and indeed more research, are 
needed.  

The Group of Twenty (G20) has 
published guiding principles for us-
ing AI and on trusted free-flow of 
data.² It calls for human control, 
shared benefits, fairness, and inclu-
sion in AI; and it emphasises ac-
countability, transparency, security, 
and privacy. The G20 thus recognis-
es the need for international efforts 
to develop a global ethical frame-
work for AI. Such principles should 
avoid the misuse of AI, or even in-
tentional use for immoral purposes, 
such as surveillance programs used 
to identify and suppress dissent. In 
a similar direction, G7 countries are 
working on principles for the future 
of AI, e.g. the Charlevoix vision.³ 
The Institute of Electrical and Elec-
tronics Engineers (IEEE) also de-
scribes guiding principles.⁴  

A recent white paper by the Australi-
an Human Rights Commission and 
the World Economic Forum calls for 
stronger governance and leadership 
in AI ethics.⁵ Australia’s national 
research organisation CSIRO pre-
pared a discussion paper on AI eth-
ics that is currently under review.⁶ 
The development of an approach to 
AI based on trust is a key element in 
Australia’s report on its tech future.⁷ 
Trust is also a key component in 
Europe’s AI approach in an EU 
Commission Communication.⁸  

In summary, many Australian and 
European policy papers agree on 

the importance of trust as a prereq-
uisite to ensure a human-centric 
approach to AI: the need to ensure 
accountability and responsibility, 
while at the same time harvesting 
social and business opportunities as 
much as possible.  

Addressing all these constraints 
with practical policies is a huge 
challenge and many aspects lack a 
solid research underpinning. From 
labour impacts, to questions of au-
tonomous decision making, from 
privacy concerns, to security of AI, 
more research is needed in areas 
such as technology, legal and social 
work, regulation, and many others. 

urope has started early in 
developing an ethical ap-
proach to AI. The EU AI 
ethics guidelines for trust-
worthy AI were designed as 

a first checklist for its member 
states.⁹ Many of its recommenda-
tions are already aligned with princi-
ples that are mentioned in Australi-
an papers, studies, and government 
reports. These include: 

 Empower and protect humans and 

society 

 Foster a data economy 

 Exploit the role of the public sec-

tor: ensure sector leads, e.g. with 

human-centric public services 

 Nurture education: ensure a wide 

skills base through education and 

striving towards a work-life-train 

balance in continuous learning 

The European Commission sug-
gests that a European approach 
should be utilised to safeguard hu-
man dignity, transparency, and de-
mocracy, and to make sure that AI 
will have benefits for all business 
and citizens, whilst also bringing 
“our society forward together”. In 
Australia, a new report on its ‘Tech 
Future’ emphasises how all Australi-
ans should be able to engage with 
technology and participate in a mod-

ern economy. In parallel to the ethi-
cal aspects, the European Commis-
sion has prepared a plan to consid-
erably invest in AI technologies. 
First initiatives have been started 
already in the current EU Frame-
work Programme H2020 and more 
actions are planned during the forth-
coming next programme ‘Horizon 
Europe’.¹⁰ Among the initiatives, the 
intention to create a vibrant Europe-
an network of AI excellence centres 
stands out.¹¹ Other initiatives in-
clude: Digital Innovation Hubs 
throughout Europe; improved train-
ing, including PhD programmes; 
world-reference testing facilities; 
and public leadership in AI, includ-
ing the use of public data. The EU 
plan for AI also emphasises the 
need for international collaboration 
and the alignment of member 
states’ bilateral policies.  

Research 

Australia and Europe have numer-
ous excellent research groups at 
various universities. Australia is in-
ternationally renowned for its work 
on large, autonomous systems, for 
example, those used in mining. Eu-
rope has a solid tradition in autono-
mous robotics. Both countries are 
traditionally strong in logic and con-
straint programming. Europe’s in-
dustry is increasingly focussing on 
embedded AI based on its compe-
tence in integrated (embedded) sys-
tems. Australia has strong AI appli-
cations in health based on initiatives 
at the federal and state level.   

The Australian Government commit-
ted AUD $25 million in additional 
funding for AI in its Cooperative Re-
search Centres (CRC) Program. 
CRC-Ps are short-term, industry-
identified and industry-led collabora-
tive research projects to develop a 
product, service, or process that will 
solve problems for industry and de-
liver tangible outcomes. The depart-
ment (DIIS) recently announced 
funding for 13 centres from a dedi-
cated AI focus from the 2018-19 
budget. They range from applica-
tions in wastewater treatment to 
health and agricultural applica-
tions.¹² 

INTERNATIONAL AI POLICY 

INITIATIVES ESTABLISHED 

IN AUSTRALIA & THE EU 
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⁶Dawson D. and Schleiger E., Horton J., McLaughlin J., Robinson C., Quezada G., Scowcroft J., and Hajkowicz S. (2019) Artificial Intelligence: Australia’s Ethics 
Framework. Data61 CSIRO, Australia.  
⁷https://www.industry.gov.au/sites/default/files/2018-12/australias-tech-future.pdf  
⁸European Commission. Building Trust in Human-Centric Artificial Intelligence. COM(2019) 168 final. https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=58496 
⁹https://ec.europa.eu/digital-single-market/en/news/eu-artificial-intelligence-ethics-checklist-ready-testing-new-policy-recommendations-are   
¹⁰https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=56017  
¹¹https://ec.europa.eu/digital-single-market/en/news/h2020-call-european-network-artificial-intelligence-excellence-centres-information-and  
¹²https://www.business.gov.au/Assistance/Cooperative-Research-Centres-Programme/Cooperative-Research-Centres-Projects-CRC-Ps/Current-CRC-P-selection-
round#crcp6  
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Australia is excellently positioned in 
some areas to demonstrate AI 
showcases, in particular in public 
sector fields. It is a leader in open 
government data and ranks second 
out of 49 countries in the 2017 
Global Open Data Index. Similarly, 
Europe has many initiatives aiming 
to improve public data access and 
the European Commission has 
been instrumental in guiding the 
member states towards more open 
data policies.  

Human Factors in AI research 

French CNRS and French maritime 
technology, shipbuilding, and ener-
gy company Naval Group, have 
signed a Letter of Intent with Flin-
ders University, the University of 
Adelaide, and the University of 
South Australia to develop a pro-
posal to base what would be one of 
only five industry-linked CNRS inter-
national joint laboratories in the 
world, in Adelaide. The lab would be 
positioned at the intersection of au-
tonomous systems, artificial intelli-
gence, and human factors.¹³ 

AI & Data Science 
The University of Sydney’s multidis-
ciplinary Centre for Translational 
Data Science¹⁴ and The Alan Turing 
Institute,¹⁵ the UK’s national institute 
for data science and artificial intelli-
gence, have signed a Memorandum 
of Understanding to collaborate on 
joint research projects. These will 
include criminology, air quality, and 
geosciences that will have strategic 
importance to the Australian econo-
my. The collaboration will be cen-
tred around The Alan Turing Insti-
tute’s Data-centric Engineering Pro-
gramme.¹⁶  

here is a risk that the 
promised global race for 
harvesting the economic 
benefits of AI may limit 

international cooperation; potentially 
also between Australia and the EU. 
However, in some areas such as AI 
impacts, AI ethics, and AI regula-
tion, international collaboration is 
the key to success. Only few AI 
strategies focus on inclusiveness, 
citizens’ rights, trust, human rights, 
social justice, peace, welfare, devel-

network (e.g. in ICT) would help to 
exploit synergies and go beyond 
current networks often limited to EU 
member states, for example. This 
could also improve inter-sectorial 
exchange if it includes industry and 
academia.  

 Encourage greater knowledge shar-
ing between Australia and the Euro-
pean Union and its member states 
to foster a more collaborative envi-
ronment. Mutual invitations and con-
sultations can be a useful instru-
ment, as can improved inter-country 
and interdisciplinary exchange in AI 
engineering and research with 
scholars in other fields such as law, 
political science, and humanities.  

 Maintain the opportunities for peer-
to-peer collaboration with support 
for exchange visits and smaller-
scale research collaboration oppor-
tunities.  

 Improve information about mutual 
funding opportunities. There are 
currently many small programs, e.g. 
of EU member states, that are only 
short-lived, and it is difficult to main-
tain an overview. 

 Create opportunities for Australian 
and European actors to collaborate 
on development and implementation 
of a global ethical framework for AI 
and related emerging technologies. 

 Align long-term research - including 
20 years out challenges such as in 
computational neurosciences. 

 Invest in studying and comparing 
the social, ethical, political, and en-
vironmental implications of AI, in 
addition to its security and economic 
implications. 

 

 Include diverse stakeholders in the 
development of AI policies and strat-
egies. 

 Promote global-level dialogue and 
cooperation between engineers, 
researchers, and artists while at the 
same time increasing local aware-
ness through exhibitions, round ta-
bles, and other formats open to 
broad public interaction. 

opment, and environmental sustaina-
bility. Australia and the EU are well 
positioned to coordinate work in 
these areas.  

 Develop a global repository of AI 

strategies and policies to ensure 

greater transparency and accessi-
bility to the general public and rele-
vant stakeholders, such as policy 
makers. Such a repository should 
include the status of implementa-
tion and the level of international 
alignment. 

 Develop a governance structure or 

platform for ensuring accountability 
and transparency in the develop-
ment of AI, in particular as it relates 
to the social and political impacts of 
these technologies. 

 Europe and Australia should better 
utilise their expat networks in both 
regions. A thematically focused 

CURRENT STATUS & 

RECOMMENDATIONS 

 
¹³https://www.unisa.edu.au/Media-Centre/Releases/2019/first-australia-france-joint-international-research-lab-to-be-based-adelaide/#.XSiWTXvgp_A  
¹⁴https://sydney.edu.au/data-science/  
¹⁵https://www.turing.ac.uk/  
¹⁶https://www.turing.ac.uk/research/research-programmes/data-centric-engineering   

Both the research/engineering and 
the policy/social side demand such 
cooperation and dialogue to remain at 
the forefront of the dramatically fast 
developments in AI technology, tools, 
and applications. It is vital to build an 
appropriate knowledge base in AI 
technology as well as its social and 
political implications. 

Australia and the EU can build on a 
skilled labour force but may be facing 
shortages in key digital skills including 
artificial intelligence and robotics. As 
the demand for digital skills is increas-
ing globally, policies of attracting 
skilled labour from abroad may be-
come less effective. Industrialised 
nations should join efforts in develop-
ing their skills base or as a minimum 
share experiences, exchange good 
practices, and provide each other ac-
cess to online training resources. 

In the past, collaboration of individual 
researchers between Europe and 
Australia has functioned well. Based 
on contacts of individuals and a 
strong expat presence in both coun-
tries, AI researchers in Australia and 
Europe have been working together 
for decades. On the downside, there 
have been very few successful joint 
initiatives going beyond such peer-to-
peer activities. EPIC thus recom-
mends the following areas for collabo-
ration: 

Supporting the  
dialogue 

Joint research & 
monitoring of AI 
developments 

Inclusion & 
empowerment 

https://sydney.edu.au/data-science/
https://www.turing.ac.uk/
https://www.turing.ac.uk/research/research-programmes/data-centric-engineering
https://www.unisa.edu.au/Media-Centre/Releases/2019/first-australia-france-joint-international-research-lab-to-be-based-adelaide/#.XSiWTXvgp_A
https://sydney.edu.au/data-science/
https://www.turing.ac.uk/
https://www.turing.ac.uk/research/research-programmes/data-centric-engineering


  

 

 Inform industry about the potential 
benefits of art/science interaction 
for innovation and the early adop-
tion of new technologies. These 
advantages range from the crea-
tion of durable artworks that sup-
port sustained dialogues to the 
power of artists to co-create inno-
vation in cooperation with citizens 
and novel feedback loops from 
artistic interaction with citizens to 
research.  

 

 
 

 Include AI training in all computer 
related education and training 
courses. Develop accessible, 
comprehensive education curricu-
la that ensures interdisciplinary 
understandings of AI and its im-
pacts on society, to enable citi-
zens to make informed decisions 
in their use of AI and other emerg-
ing technologies. 

 Exchange good practices in AI 
education for the young, for teach-
ers, and a broad public. Where 
applicable, this should include citi-
zen science and art/AI initiatives.  

 Collaborate in content creation, 
best-practice exchange and shar-
ing of access to online training 
courses for AI – at the vocational 
and university level. 

 Establish processes to exchange 
concepts, practices, and experi-
ences with regulation. For exam-
ple, Australian researchers are 
already using existing ISO stand-
ards to show potential regulation 
of automated (including AI) sys-
tems.  

 Develop and share fit-for-purpose 
and technology-neutral regulatory 
approaches that strike the balance  

 between safeguarding the commu-
nity and enabling new technology 
innovation.  

 

 

 Support research to improve our 
understanding of the social impact 
of AI including its potential contri-
bution to innovation. 

 Promote opportunities for ex-
change between researchers, art-
ists, engineers, and a broad public 
in order to detect and address ad-
verse effects as well as opportuni-
ties.  

 While Europe has a long tradition 
of data and IT ethics regulation 
based on human rights, other ju-
risdictions focus on different princi-
ples such as property rights. It is 
recommended that Australia and 
the European Union share investi-
gations of frameworks that best 
support citizen rights while ena-
bling industry innovation.  

ustralia and Europe are 
active contributors to AI 
innovation. Europe is ex-
cellently positioned for its 

use in embedded and cyber-
physical systems and Australia has 
developed impressive large-scale AI 
applications. However, they are also 
faced with global challenges and 
competition. Neither Europe nor 
Australia possess large AI firms that 
currently dominate the AI tool base 
internationally. However, both re-
gions share many values and the 
fundamental belief that AI requires 
an ethical approach.  General syn-
ergies between Australia and the 
European Union are evident: strong 
cultural ties, joint initiatives, com-
mon languages and policy interests, 
but also similar challenges and 
changes.  

Europe and Australia should there-
fore work closely on both the tech-
nology and policy fronts to ensure 
an ethical, inclusive, and trusted 
approach to the further development 
and regulation of artificial intelli-
gence. 
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